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ABSTRACT
Baseband processing is one of the most time-consuming and computationally expensive tasks in radio access networks (RANs), which is typically realized in dedicated hardware. The concept of virtualizing the RAN functions by moving their computation to edge data centers can significantly reduce the deployment cost and enable more flexible use of the network resources. Recent studies have focused on software-based baseband processing for large-scale sub-6 GHz MIMO systems, while 5G also embraces the millimeter-wave (mmWave) frequency bands to achieve further improved data rates leveraging the widely available spectrum. Therefore, it is important to build a platform for the experimental investigation of software-based baseband processing for mmWave MIMO systems. In this paper, we implement programmable mmWave MIMO radios equipped with real-time baseband processing capability, leveraging the open-access PAWR COSMOS testbed. We first develop Agora-UHD, which enables UHD-based software-defined radios (SDRs) to interface with Agora, an open-source software realization of real-time massive MIMO baseband processing. Next, we integrate Agora-UHD with the USRP SDRs and IBM 28 GHz phased array antenna module (PAAM) subsystem boards deployed in the PAWR COSMOS testbed. We demonstrate a 2×2 28 GHz polarization MIMO link with a bandwidth of 122.88 MHz, and show that it can meet the real-time processing deadline of 0.375 ms (3 transmission time intervals for numerology 3 in 5G NR FR2) using only 8 CPU cores. The source code of Agora-UHD and its integration with the programmable 28 GHz radios in the COSMOS testbed with example tutorials are made publicly available.

1 INTRODUCTION
Emerging applications such as augmented reality, autonomous vehicles, and smart cities impose demanding requirements on the throughput and latency of next-generation mobile networks. In addition to the multiple-input and multiple-output (MIMO) technique that has been widely deployed in wireless networks, 5G New Radio (NR) [3] has embraced radios operating in millimeter-wave (mmWave) frequency bands [8, 27]. mmWave systems with large signal bandwidth and different numbers of RF chains can introduce significant challenges in the efficient processing of baseband signals, or baseband processing, which is one of the most time-consuming and computationally expensive tasks in radio access networks (RANs). Although current RANs employ dedicated hardware such as FPGAs and ASICs for baseband processing, virtualizing the RAN functions by moving their computation to edge data centers can significantly reduce the deployment cost and enable more flexible use of the network resources [26]. Recent works have focused on realizing software-based baseband processing for large-scale multi-user multiple-input multiple-output (MU-MIMO) systems in the sub-6 GHz frequency band. For example, Agora [6], as a pure software-based real-time baseband processing framework designed for a single many-core server, supports BS with up to 64 antennas and is demonstrated using a massive MIMO hardware platform. Hydra [9] expands Agora and focuses on distributing the baseband processing across many servers,
and is evaluated using a server cluster. As 5G has embraced the mmWave frequency bands in FR2 to further improve data rated leveraging the widely available spectrum, it is critical to examine if existing software-based frameworks for baseband processing, which are designed for sub-6 GHz (massive) MIMO networks, are compatible with emerging mmWave specifications, such as those specified by 5G NR frequency range 2 (FR2) [3]. In addition, a research platform equipped with programmable mmWave radios for system-level experimental evaluation of these frameworks is desired.

In this paper, we present the design and implementation of programmable mmWave MIMO radios equipped with real-time baseband processing capabilities. Specifically, on the hardware side, we leverage the IBM 28 GHz 64-element dual-polarized phased array antenna module (PAAM) subsystem boards in the PAWR COSMOS testbed [4, 10, 20, 21], which are connected to the USRP software-defined radios (SDRs) to form programmable 28 GHz MIMO radios. On the software side, we implement Agora-UHD, which builds on top of and enables software-defined radios (SDRs) driven by the USRP hardware driver (UHD) to interface with Agora [2] that is originally designed to support only the Iris radios [6].

We perform extensive experiments to evaluate the performance of the prototyped programmable 28 GHz radio based on the 5G NR FR2 Physical (PHY) layer with numerology 3 \( (\mu = 3) \), a sampling rate of 122.88 MHz, and a transmission time interval (TTI) of 0.125 ms. We consider two settings of the 28 GHz link consisting of two programmable 28 GHz radios that emulate a base station (BS) and user equipment (UE): (i) 1×1 single-input single-output (SISO) settings with single-polarization (H-pol or V-pol), and (ii) 2×2 MIMO settings with dual-polarization (H-pol and V-pol). We show that the 2×2 28 GHz polarization MIMO link can achieve an average error vector magnitude (EVM) of 10.5% and 7.9% for 16QAM and 64QAM modulation with a link signal-to-noise ratio (SNR) of 25 dB and 30 dB, respectively. The achieved bit error rate (BER) is below 1e-5 with a low-density parity check (LDPC) code rate of 1/3. In addition, we show that the developed system can meet the real-time processing deadline of 0.375 ms (3 TTIs) using only 8 CPU cores on a single many-core server, with two MIMO streams and full traffic load. The source code of Agora-UHD, its integration with the programmable 28 GHz radios in COSMOS, and the corresponding example tutorials are made publicly available [2, 5].

2 RELATED WORK

**mmWave SDRs and hardware platforms.** Recent efforts have been devoted to developing mmWave SDRs and platforms supporting experimentation in the PHY and higher networking layers. For example, X60 [22] is a 60 GHz platform with a 12-element Tx/Rx phased array. M-Cube [30] is a 60 GHz MIMO SDR built on top of commodity 802.11ad radios. mm-FLEX [17] devotes to the wideband supports up to 2 GHz bandwidth. In addition, MIMORPG [16] is a dual-band SDR platform supporting MIMO operation in both the sub-6 GHz and 60 GHz frequency bands. Besides the 60 GHz frequency used in 802.11ad, mMobile [14] contributes to addressing the mobility effect for 5G NR FR2 systems.

**mmWave networking and communication.** Analog beamforming can be employed to improve the link SNR, especially for mmWave frequencies with higher signal attenuation. Beyond the conjugate beamforming along the direct path, other algorithms have recently been proposed. For example, mmReliable [13] jointly leverages multiple paths for higher SNR and reliability on the link; Nullifi [18] generates the wide nullings to minimize the interference from the side lobes. In a large-scale mmWave environment with dense multiple Tx-to-Rx links, BounceNet [15] mitigates the interference by employing the reflected paths; CoBF [29] further reduces the overhead of building links by detecting the radio mobility.

**MIMO baseband processing.** Despite the promising higher data rate the MIMO configuration brings, software-based MIMO baseband processing has been considered as one of the key challenges for virtualized RANs, due to its heavy computation demand. Existing works [6, 9, 28] have shown that pure software-based solutions are feasible by leveraging modern processors and carefully designed parallelism in the processing pipeline. For example, Agora [2] is an open-source framework supporting baseband processing for massive MIMO systems with up to 64 antennas using a single many-core server. The performance of Agora has been experimentally demonstrated using the Iris SDRs [6]. Hydra [9], a successive work from Agora with a distributed solution, utilizes emulated fronthaul traffic with another cluster of servers for system evaluation. However, these baseband processing frameworks have not yet been evaluated, using simulation or real radio hardware, for mmWave frequency bands.

This work demonstrates a 28 GHz 2×2 polarization MIMO link with real-time baseband processing using a single many-core server, via the integration of programmable mmWave frontends in the PAWR COSMOS testbed with an open-source C++ framework for baseband processing.

3 PRELIMINARIES

3.1 Wireless PHY and Virtualized RANs

**Orthogonal frequency-division multiplexing (OFDM).** Modern communication systems, such as cellular and Wi-Fi, employ an OFDM-based PHY layer, which embeds data on overlapping but orthogonal subcarriers to improve spectrum efficiency. OFDM leverages the FFT/IFFT operations to convert signals between the time and frequency domains during
which is usually defined based on the transmission time in-
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Figure 1: Time-domain frame structure for 5G NR FR2 with 

numerology 3 (\(\mu = 3\)) and the baseband processing pipeline.

Figure 2: Two IBM 28 GHz PAAM boards integrated in the 

COSMOS Sandbox 2 (sb2), which are connected to two USRP 

N310 SDRs to form a 28 GHz MIMO link. The USRP SDRs 

are connected to a compute server (not shown in the figure), 

which runs Agora-UHD for real-time baseband processing.
4 IMPLEMENTATION OF AGORA-UHD: ADDING UHD SUPPORT TO AGORA

We now present the implementation of Agora-UHD, an extension of Agora in the RRU mode to support UHD-based SDRs such as USRP. Fig. 3(a) shows the block diagram of Agora, where the green blocks are developed as part of Agora-UHD. We implement Agora-UHD in C++ as a userspace application, including 1,500 source lines of code added to the original Agora codebase. Agora-UHD is made open-source at [2].

System configuration and UHD radio set/init. Similar to Agora, Agora-UHD takes a json formatted file as input, which includes the configuration parameters of the PHY layer (e.g., signal bandwidth and frame schedule) and radio hardware (e.g., carrier frequency and RF channels/gains) used for program initialization. The UHD radio interface is implemented using the native uhd::usrp, uhd::tx_streamer, and uhd::rx_streamer class objects, which provide functions to initialize and tune the radio hardware, activate the Tx/Rx streamer, and stream I/Q samples between the host and USRPs. In addition, multiple USRP SDRs synchronized via an external clock (e.g., the OctoClock-G clock distribution module) can be used to form a multi-antenna BS. Compared to vanilla Agora, which treats each Iris radio as a separate object, Agora-UHD manages multiple radios via a single object based on the uhd::usrp::multi_usrp device class.

Radio hardware time offset calibration. Agora-UHD calibrates two types of time offset when integrated with USRP SDRs. The first type is the potential time offset between the USRPs serving as the BS and UE, which needs to be calibrated to ensure that the transmitted and received symbols align perfectly with the frame schedule. The second type is the inherent time offset between the FPGA timestamp specified by UHD to issue a Tx/Rx command and the actual timestamp of when the RF signal is transmitted/received by the radio frontend. Agora-UHD calibrates the first type of time offset by adding a calibrated offset to the UE’s Tx timestamp with respect to that of the BS. For the second type of time offset, Agora-UHD adds a delay to the BS’s Tx timestamp, which is empirically determined by measuring the number of I/Q samples to be delayed such that the signal transmitted by the radio frontend aligns precisely with the timestamp specified by UHD. Note that both calibrations only need to be performed once for a given radio sampling rate.
UHD TxRx worker and real-time DSP. We implement the BS and UE worker classes to support the Tx/Rx streaming between the server and the USRP SDRs that serve as the BS and UE, respectively. These worker classes handle the tasks and provide an interface to Agora’s real-time DSP pipeline, as shown in Fig. 3(a). The real-time DSP pipeline includes multiple “doer” classes, and each handles a signal processing task, such as FFT, channel estimation, equalization, demodulation, and decoding. Taking the UL transmission as an example. Each UE captures beacon signals sent by the BS and synchronizes its timestamp with that of the BS. It then transmits a sequence of uplink pilot and data symbols following the predefined frame schedule. The BS then extracts the uplink CSI using the received uplink pilot and performs demodulation and decoding of the uplink data symbols. Overall, the DSP pipeline reports, in real-time, different metrics for measuring the quality of transmission of the MIMO system, including SNR, EVM, BER, and block error rate (BLER).

Optional HDF5 file recording for post-processing and analysis. In addition to the real-time DSP pipeline provided by Agora, we also update the optional hierarchical data format version 5 (HDF5) file recorder system, which uses a separate thread to store raw data from selected buffers, e.g., raw I/Q samples received by the BS. This optional HDF5 recorder, which is built on top of the open-source RENEW Sounder framework [7, 23], facilitates the visualization and post-processing of the I/Q data received by the BS. Via analyzing the data recorded in the HDF5 file, metrics for measuring the quality of transmission of MIMO systems, including SNR, EVM, BER, and BLER, can be extracted.

5 INTEGRATION OF AGORA-UHD WITH THE IBM 28 GHZ PAAM BOARDS

USRP-PAAM setup in COSMOS. We consider 2 × 2 polarization MIMO in 5G NR FR2, whose setup is depicted in Fig. 3(b), leveraging the dual-polarized antenna and beamforming ICs as part of the 28 GHz PAAM board. We prototype two 28 GHz MIMO radios, using the two USRP N310 SDRs (sdr1-s1-lg1 and sdr1-md1) and two IBM 28 GHz PAAM boards (rfdev2-1 and rfdev2-2) in the COSMOS sb2. In particular, two uplink and downlink channels are enabled between the BS and UE in the H-pol and V-pol, using two RF chains on each USRP and PAAM board. Note that the limited isolation between the H-pol and V-pol antennas can result in cross-polarization interference across the two MIMO streams [21]. We use a customized Python program built based on the PAAM API to configure each PAAM board, including the activation of individual ICs and frontend elements as well as the configuration of each element’s amplitude/phase for beamforming. Due to the relatively short link distance of around 8 ft between the two PAAM boards

in the COSMOS sb2, we use a single IC to form 16-element Tx and Rx beams with −8 dB gain backoff on each element. Both USRP N310 SDRs are connected to the same compute server (srv1-lg1) via dual 10 GbE connections. The server, which is equipped with an Intel Xeon Gold 6226 CPU with 48 cores, runs Agora-UHD and controls both PAAM boards.

CFO calibration between two 28 GHz PAAM boards. Since each 28 GHz PAAM board is driven by its own onboard phase lock loop (PLL), the CFO between two 28 GHz PAAM boards needs to be calibrated in order to establish a 28 GHz communication link. We implement a coarse CFO calibration scheme that estimates the CFO between two 28 GHz PAAM boards, which is then applied to the on-board PLL. The Zadoff-Chu sequence is selected due to its uniform power distribution in the time and frequency domain [19]. In particular, we use a Zadoff-Chu (ZC) sequence with a length of \( L \) I/Q samples, denoted by \( x_{zc}[k](k = 1, \ldots, L) \), given by

\[
x_{zc}[k] = \exp \left( -j \cdot \frac{\pi R k (k-1)}{L} \right), \quad k = 1, \ldots, L,
\]

where \( R = 25 \) is the root order of the ZC sequence. Given the radio sampling rate of \( F_{\text{samp}} \), the CFO \( \Delta f \) can be estimated by the auto-correlation on the two received copies of the ZC sequence with a delay of \( L \) samples. Let \( y_{zc}[K](K = 1, \ldots, 2L) \) denote the received ZC sequence, \( \bar{\Delta f} \) is given by:

\[
\bar{\Delta f} = \frac{F_{\text{samp}}}{2\pi L} \cdot \left( \sum_{k=1}^{L} x_{zc}[k] \cdot y_{zc}[k + L] \right),
\]

where \((\cdot)^*\) and \(\zeta(\cdot)\) denote the conjugation operation and phase of a complex number, respectively. Since the phase term in (2) can only be resolved within the range of \([-\pi, +\pi] \), the estimated value of CFO, \( \bar{\Delta f} \), is limited to \([- \frac{F_{\text{samp}}}{2L}, + \frac{F_{\text{samp}}}{2L}] \).

For the baseband sampling rate of \( F_{\text{samp}} = 122.88 \text{ MHz} \), we select a ZC sequence length of \( L = 139 \) so that the CFO between the 2 PAAM boards, which is around 100 kHz, can be calibrated using (2) with \( \frac{F_{\text{samp}}}{2L} \approx 440 \text{ kHz} \). Using the two 28 GHz PAAM boards in COSMOS, we repeat the CFO estimation process 100 times, and Fig. 4 shows the histogram of the estimated CFO values. Specifically, the mean CFO values
on the uplink (UE → BS) and downlink (BS → UE) are 95.0 kHz and −93.0 kHz, respectively, which are almost symmetric. We then calculate the mean value of the estimated CFO value on the downlink and apply the CFO to the onboard PLL of the PAAM board, resulting in a residual CFO of around 1 kHz across the 28 GHz link, which is further calibrated during the equalization of the received signal.

6 EXPERIMENTAL EVALUATION

In this section, we present the experimental evaluation of the prototyped programmable 28 GHz MIMO radio using the COSMOS sb2. We focus on (i) the quality of transmission, and (ii) real-time baseband processing with three configurations:

1. SISO, H-pol: 1×1 28 GHz link in H-polarization;
2. SISO, V-pol: 1×1 28 GHz link in V-polarization;
3. MIMO, dual-pol: 2×2 28 GHz link in H- and V-polarization.

We consider the 5G NR FR2 PHY layer in numerology 3 [12] and various modulation and coding schemes (MCSs) listed in Table 1. For each configuration with a given MCS and link SNR value, we collect results across a total number of 10,000 frames to extract the performance metrics of interest, which include SNR, EVM, BER, and the time required for baseband processing. The developed software, including Agora-UHD, and experiments are made publicly available at [2, 5].

6.1 EVM vs. Link SNR

EVM is a metric commonly used in wireless communications to quantify the quality of the received signal compared to the ideal or reference signal. Fig. 5 shows the measured root-mean-square EVM (in %) as a function of the link SNR (in dB) for 16QAM and 64QAM. Note that the 28 GHz link in COSMOS sb2 can achieve a maximum SNR of around 32 dB, and the required EVM threshold for 16QAM and 64QAM are 12.5% and 8%, respectively, as defined by 3GPP [3]. Note that the interference across H-pol and V-pol is included in the calculation of the link SNR given by:

\[ \text{SNR}_{\text{dB}} = 10 \times \log_{10} \left( \frac{S+I}{N} \right), \]  

where S, I, and N denote the received signal strength in the desired polarization, the interference from the other polarization, and the Rx noise, respectively. The results show that

![Figure 5: EVM vs. link SNR in the SISO and MIMO configurations, with 16QAM and 64QAM modulation. The red dashed lines indicate the minimum EVM requirement of 12.5% and 8% for 16QAM and 64QAM, respectively.](image)

6.2 BER vs. Link SNR

In addition to the EVM results, Agora-UHD also reports the BER of the link, which can be used to evaluate the end-to-end transmission quality over the 28 GHz link. For the LDPC decoding, we set the maximum number of LDPC iterations to be 5 during the iterative decoding processing. Fig. 6 shows the BER as a function of the link SNR in the SISO (single-polarization) and MIMO (dual-polarization) configurations, with an LDPC code rate of 1/3. Under such a code rate, both 16QAM and 64QAM in the SISO configuration with H-pol or V-pol can achieve high-quality transmissions with a BER of less than 1e-5 when the link SNR is higher than 15 dB. For the dual-polarization MIMO link, a higher SNR of greater than 20 dB is required to achieve the same level of BER.

![Figure 6: BER vs. link SNR in the SISO and MIMO configurations, with 16QAM/64QAM and 1/3 LDPC code rate.](image)
6.3 Real-time Baseband Processing

We consider two system metrics to evaluate the real-time baseband processing performance for the 28 GHz link: CPU time and elapsed time. In particular, CPU time represents the total time during which the CPU cores are actively engaged in processing a program's instructions, which correspond to the DSP tasks in Agora-UHD. This is an accurate measure of the computational resources consumed by a task, solely focusing on the period when the CPU is processing a task. The elapsed time, also known as wall-clock time or the "real" time, refers to the actual time taken from the start to the end of a computer process with respect to real-world time. This includes everything that happens during the execution of the computer process, including waiting for system resources to be available or dependent processes to finish execution. We define the elapsed time as the time from the server receiving the first packet to finishing decoding the last OFDM symbol in the corresponding slot (see Fig. 1).

For each configuration, we execute the Agora-UHD on the 28 GHz link for over 10,000 frames to collect the performance metrics of interest with significant confidence. We then evaluate the maximum of both CPU time for each DSP task and elapsed time (see Fig. 1) to obtain a clear measure of the system performance under different traffic load conditions and with different numbers of CPU cores. Traffic load here refers to the proportion of the OFDM symbols in a TTI 1 that’s being used to transmit data and occupy the computational resource from the server. Our test settings follow the 5G NR FR2 numerology 3 (μ = 3) with varying traffic loads, with the corresponding PHY layer parameters such as bandwidth, 3 TTI deadline, SCS, and the number of resource blocks (RB). As a case study, we showcase the performance of uplink transmission in Fig. 7.

![CPU time and elapsed time for the 5G NR FR2 with numerology 3 (μ = 3) with varying traffic loads.](image)

Figs. 7 shows the CPU time for both 1×1 and 2×2 configurations with varying traffic load and number of CPU cores. The results show that under varying traffic loads, our system is capable of meeting the 3 TTI processing deadline using 8 cores. However, a discrepancy between the CPU time and the elapsed time can be observed. This is due to the inter-core communication overhead, which can be mitigated through optimized software and processing pipeline design. Fig. 8 plots the decomposed CPU time corresponding to each DSP task in the 1×1 SISO and 2×2 MIMO configurations. It can be observed that when the number of spatial streams increases from one to two, the CPU time required to complete each DSP task does not increase proportionately except for LDPC decoding, which is the most time-consuming task that can be offloaded to dedicated hardware as LDPC accelerators.

7 CONCLUSIONS

In this work, we presented the design and implementation of a 2×2 28 GHz dual-polarization MIMO link with real-time baseband processing via the integration of Agora-UHD with the programmable mmWave radios deployed in the open-access PAWR COSMOS testbed. Through extensive experiments, we demonstrated the reliability of the 2×2 28 GHz dual-polarization MIMO link in terms of its EVM and BER performance, and showed that its real-time baseband processing with full traffic load and a processing deadline of 0.375 ms (3 TTIs in 5G NR FR2 with numerology 3) can be satisfied using only 8 CPU cores on a commodity server. Future research directions include: (i) building larger-scale programmable MIMO radios in the mmWave frequency band, (ii) optimization of the baseband processing pipeline tailored
to the 5G NR FR2 PHY layer and traffic patterns, and (iii) integration of dynamic beam tracking and management schemes with the developed programmable mmWave MIMO radios.
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